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Graphs are Often Directed
Citation, social (interaction) and hyperlink networks among others



TGB Link Prediction Datasets

Directed



The “Undirectedness” Assumption
Spectral GNNs [1] require an undirected graph to define convolution

Eigendecomposition requires a 
symmetric Laplacian → the 
graph has to be undirected 

[1] M. Defferrard et al., “Convolutional Neural Networks on Graphs with Fast Localized Spectral Filtering”, NeurIPS 2016



The “Undirectedness” Assumption
Spatial Methods (MPNNs) also fail to deal with directionality

in- and out-neighbors 
treated equally

[2] J. Gilmer et al., “Neural Message Passing for Quantum Chemistry”, ICML 2017



The “Undirectedness” Assumption
Making the graph undirected has become part of the standard preprocessing



The “Undirectedness” Assumption
Undirected graphs perform equally well in common (homophilic) benchmarks



Homophily and Heterophily 
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GNNs Struggle on Heterophilic Data



Measuring Homophily 
Undirected Graphs

Class Compatibility Matrix
Node Homophily



Measuring Homophily 
Weighted directed graphs



Directed 2-hops
There are four different 2-hops for directed graphs



Effective Homophily 
Going beyond the immediate neighbors

Higher-order hops 



Directionality Enhances Effective Homophily
Synthetic graphs



Directionality Enhances Effective Homophily
Real-world datasets



Directionality Enhances Effective Homophily
An intuitive example



Dir-GNN
Aggregate from both in- and out-neighbors, but separately

Separate aggregation 
of in- and out-neighbors 



From GCN to Dir-GCN
A general framework which can be used to extend any MPNN to directed graphs



Dir-GNN Leads to More Homophilic Aggregations
It treats different 2-hops differently



Expressivity Analysis
Dir-GNN  is strictly more expressive than MPNNs



Dir-GNN  ⊑ MPNN-U
MPNN-U fails to distinguish the two graphs below



Empirical Results
Synthetic task where the label of a node depends both on in- and out-neighbors



Empirical Results
Directionality leads to significant improvement on heterophilic datasets



Empirical Results
Dir-GNN achieves state-of-the-art results on five heterophilic benchmarks



Dir-GNN for Temporal Graphs
TGN [3] uses direction in message function, but discards it for the graph aggregation

[3] Rossi et al., “Temporal Graph Networks For Deep Learning On Dynamic Graphs”, ICML 2020 GRL Workshop; 
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Conclusion
Dir-GNN achieves state-of-the-art results on five heterophilic benchmarks

● Edge directionality has largely been ignored in GNNs
● Preserving directionality can make heterophilic datasets more 

homophilic
● We introduce Dir-GNN, a general framework for learning on 

directed graphs
● Dir-GNN is more expressive than MPNNs on directed graphs
● Dir-GNN leads to large improvements on heterophilic datasets
● Many temporal datasets are directed!
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